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A B S T R A C T

In this paper, we construct a least squares version of the recently proposed twin bounded support vector machine (TBSVM) for binary classification. As a valid classification tool, TBSVM attempts to seek two non-parallel planes that can be produced by solving a pair of quadratic programming problems (QPPs), but this is time-consuming. Here, we solve two systems of linear equations rather than two QPPs to avoid this deficiency. Furthermore, the distance in least squares TBSVM (LSTBSVM) is measured by L2-norm, but L1-norm distance is usually regarded as an alternative to L2-norm to improve model robustness in the presence of outliers. Inspired by the advantages of least squares twin support vector machine (LSTBSVM), TBSVM and L1-norm distance, we propose a LSTBSVM based on L1-norm distance metric for binary classification, termed as L1-LSTBSVM, which is specially designed for suppressing the negative effect of outliers and improving computational efficiency in large datasets. Then, we design a powerful iterative algorithm to solve the L1-norm optimal problems, and it is easy to implement and its convergence to an optimum solution is theoretically ensured. Finally, the feasibility and effectiveness of L1-LSTBSVM are validated by extensive experimental results on both UCI datasets and artificial datasets.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Support Vector Machines (SVMs) \cite{1,2,3} have become powerful computing tools for supervised learning, which are widely used in data classification and regression analysis. SVM is based on the VC dimension and the structural risk minimization principle of statistical learning theory. The central idea of SVM is to search an optimal separating plane by maximizing the margin between two parallel support planes \cite{4}. However, there are two main challenges in the original SVM: 1) seeking this plane needs to solve a constrained and complex quadratic programming problem (QPP), which leads to higher computational costs; 2) exclusive OR (XOR) problem cannot be handled smoothly \cite{5}, because when the linear independence condition is not satisfied, a single line classifier plane for the XOR problem may misclassify some points, which leads to bad performance of low correctness on XOR datasets, compared to nonparallel planes.
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To address these, many improved algorithms have been proposed, e.g. SMO \cite{6}, SVMLight \cite{7}, Libsvm \cite{8} and proximal support vector machine (PSVM) \cite{9}. Specially, Mangasarian and Wild proposed a proximal support vector machine via generalized eigenvalues (GEP SVM) \cite{5} for binary classification problem. The geometric meaning of GEP SVM shows that each plane is the closest to the samples of its own class and meanwhile the furthest from the samples of other classes \cite{5}. Moreover, GEP SVM tries to find a pair of non-parallel planes by solving two generalized eigenvalue problems to replace complex QPPs, which lowers computational complexity and is superior in handling the XOR problem. The advantages of GEP SVM bring great impact to its multifarious improvement \cite{10,11}. Jayadeva et al. proposed a twin support vector machine (TWSVM) \cite{12} based on the idea of GEP SVM, which solves two QPPs (the scale is relatively small compared to that of SVM) instead of generalized eigenvalue problems \cite{13}, so the computational time of TWSVM is only 1/4 of the standard SVM \cite{12}. However, it takes a long time to calculate two QPPs when the sample is large enough.

Currently, many researchers have improved TWSVM in various aspects. Shao \cite{14} optimized TWSVM by introducing the regu-
larization terms, and proposed a twin bounded support vector machine (TBSVM). In TWSVM the empirical risk is minimized, while in TB SVM the structural risk minimization is achieved. This modification improves the classification performance. Kumar et al. [15] optimized TWSVM by taking advantage of constraints in the form of equalities instead of inequalities to modify the primal QPPs in least squares sense, and proposed a least squares version of TWSVM (LSTWSVM). The solutions of LSTWSVM follow directly from solving two linear equations as opposed to solving two QPPs. Thus, LSTWSVM effectively handles large samples without any external optimization, and meanwhile, the computational time is much less than that of TWSVM. Later, Tomar et al. [16] extended LSTWSVM to multiclass classification, and proposed multiclass least squares twin support vector machine (MLSTSV M). For multiple samples, MLSTSV M generates multiple planes, with one plane corresponding to one sample, that is, the ith sample being as close as possible to the ith plane, and simultaneously, away from other planes as far as possible. Ye [17] proposed a new classification method named weighted TWSVM with local information (WL TWSVM), which makes use of the intra-class graph to show the compactness of intra-class samples and the inter-class graph to represent the dispersion of inter-class samples. The similarity between the samples taken into consideration, WL TWSVM has a fine generalization ability. Zhang [18] reformulated the optimization problems of TWSVM by utilizing an effective fast algorithm (called Newton-Armijo algorithm) to solve a pair of unconstraint differentiable optimization problems rather than two dual QPPs, and proposed a smoothed projective twin support vector machine (SPTSVM).

However, it should be noted that TWSVM and its variants are sensitive to outliers, because the L2-norm distance easily exaggerates the effect of outliers by the square operation [19], which lowers the classification performance. To improve model robustness in the presence of the outliers, L1-norm distance is applied in the algorithms [20–25], and in fact the use of L1-norm distance is often considered as an efficient way to reduce the impact of outliers [22,26]. Li [20] proposed a non-parallel proximal support vector machine via L1-norm distance (L1-NPSVM). To solve the formulated objective, a gradient ascending (GA) iterative algorithm is proposed, and it is simple to perform but may not guarantee the optimality of the solution due to both the need of introduction of a non-convex surrogate function and the difficult selection of step-size. Gao [27] developed a new non-parallel plane classifier, which can automatically select the relevant features. The feature selection was performed by applying L1-norm to the solution. To obtain the strong suppression ability of features, the exterior penalty theorem is applied, where the zero or nonzero solution is obtained by a non-exact Newton algorithm. Furthermore, the exterior penalty theorem can be applied only when the modeling shares some special formulations, otherwise, the exact solution cannot be obtained theoretically. In addition, as TBSVM needs to solve two QPPs, it is hard to deal with large datasets availability.

In this study, we have enhanced TBSVM to least squares TBSVM (LSTBSVM) using the idea of proximal support vector machine (PSVM) [9]. We modify the primal QPPs of TBSVM in least squares sense and settle them with constraints in the form of equalities to replace inequalities of TBSVM [15]. We obtain two non-parallel planes by solving two systems of linear equations as opposed to solving two QPPs in TBSVM, so LSTBSVM can easily handle large datasets without any additional optimizers. In addition, in order to improve the robustness of LSTBSVM, L1-norm distance is applied in this algorithm. Thus, we construct a strong LSTBSVM model based on L1-norm distance metric for binary classification problem, termed as L1–LSTBSVM. In L1–LSTBSVM, the constraints in the form of inequalities of TBSVM [15] are replaced with constraints in the form of equalities, which costs comparably less computational time in large datasets. The goal of L1–LSTBSVM is to minimize the L1-norm intra-class distance dispersion, and maximize the L1-norm inter-class distance dispersion simultaneously. To sum up, L1–LSTBSVM owns the following four advantages:

1. The distance in L1–LSTBSVM is measured by L1-norm. To solve the L1-norm distance optimal problems, we implement a simple but efficient iterative algorithm, which is easy to actualize and its convergence to a reasonable optimum solution is theoretically ensured. Therefore, we can obtain two non-parallel optimal planes.

2. The application of L1-norm distance makes L1–LSTBSVM more robust in the presence of outliers than L2-norm distance, and it can available control the impact of the outliers even if outliers take a great proportion.

3. Extensive experimental results on both UCI datasets and artificial datasets confirm that, compared with four algorithms (TBSVM [14], TWSVM [12], LSTWSVM [15] and L1-NPSVM [20]), L1–LSTBSVM surpasses them in classification accuracy and lowers computational time, which indicates L1-norm distance improves the generalization ability of L1–LSTBSVM.

4. Last but not the least, it is worth pointing out that the method which we proposed can be conveniently extended to solve other improved methods of TWSVM [14]. We are planning to research them in the future.

The paper is organized as follows. The basic principle of TWSVM and TBSVM is introduced in Section 2. L1–LSTBSVM is proposed with its feasibility and theoretical analysis in Section 3. All the experimental results are shown in Section 4 and conclusions are given in Section 5.

2. Related works

In this section, all vectors are column vectors unless transformed to row vectors by a prime superscript T. The vectors e1 and e2 of appropriate dimension are represented by identity column vectors. Besides, I denotes an identity matrix of appropriate dimension. We consider a binary classification problem in the n dimensional real space Rn, and the set of training sample is indicated by T = {([x]i, y)i=1,2,3,...,mi}, where [x]i ∈ Rn and yi ∈ {−1, 1}, [x]i denotes the ith class and jth sample. We suppose that matrix A = [A1(1), A2(1),...,An(1)]T with size of m1 × n represents the data points of class 1 (class +1), while matrix B = [B1(2), B2(2),...,Bm2(2)]T with size of m2 × n represents the data points of class 2 (class -1). Matrices A and B represent all the training data points, where m1 + m2 = m. m1 represents the number of positive class samples while m2 represents the number of negative class samples. In the following, we review two well-known non-parallel proximal classifiers: TWSVM [12] and TBSVM [14].

2.1. TWSVM

TWSVM is an excellent classifier for binary classification problem, which solves two QPPs (the scale is relatively small compared to that of SVM) to obtain two non-parallel planes. The primary target of TWSVM is to seek a pair of non-parallel planes:

\[
x^T w_1 + b_1 = 0, \quad x^T w_2 + b_2 = 0
\]

(1)

where \( w_1, w_2 \in R^n, b_1, b_2 \in R \). The optimization goal of TWSVM is that each plane is as close as possible to one of the two classes and away from the other class as far as possible [12].

This produces the following two objective problems of TWSVM:
\[
\min_{w_1, b_1, q_1} \frac{1}{2} ||Aw_1 + e_1b_1||_2^2 + c_1e_1^Tq_1 \\
\text{s.t.} \quad -(Bw_1 + e_2b_1) + q_2 \geq e_2, \quad q_2 \geq 0
\]  
(2)

\[
\min_{w_2, b_2, q_2} \frac{1}{2} ||Bw_2 + e_2b_2||_2^2 + c_2e_2^Tq_1 \\
\text{s.t.} \quad (Aw_2 + e_1b_2) + q_1 \geq e_1, \quad q_1 \geq 0
\]  
(3)

where \(||\cdot||_2\) denotes the L2-norm, \(q_1\) and \(q_2\) are slack vectors, \(c_1\) and \(c_2\) are two nonnegative penalty coefficients, which are the balance factors of positive and negative samples respectively, and can overcome the problem of sample imbalance in TWSVM. It is worth noting that the distance in TWSVM is measured by the L2-norm, which is easy to exaggerate the effect of outliers by the square operation [19].

In order to acquire the corresponding Wolfe dual problems of (2) and (3), we suppose that matrices \(H^TH\) and \(GG^T\) are nonsingular, where \(H = [A \quad e_1]\) and \(G = [B \quad e_2]\). Thus, the dual problems are shown as following:

\[
\max_{\alpha} e_1^T\alpha - \frac{1}{2} \alpha^T(G^T H + e_1 e_1^T)^{-1} G^T \alpha \\
\text{s.t.} \quad 0 \leq \alpha \leq c_1 e_2
\]  
(4)

\[
\max_{\beta} e_2^T\beta - \frac{1}{2} \beta^T H(G^T G + e_2 e_2^T)^{-1} H^T \beta \\
\text{s.t.} \quad 0 \leq \beta \leq c_2 e_1
\]  
(5)

where \(\alpha \in \mathbb{R}^{m_1}\), \(\beta \in \mathbb{R}^{m_2}\) are Lagrange multipliers. It should be pointed out that, inverse matrices \((G^T H + e_1 e_1)^{-1}\) and \((G^T G + e_2 e_2)^{-1}\) are easy to encounter singular problem. Therefore, regularization term \(\varepsilon I\) is introduced to solve these [5,12], because \((H^T H + \varepsilon I)^{-1}\) and \((G^T G + \varepsilon I)^{-1}\) satisfy positive definiteness, which do not suffer from the singular problem. It is equivalent to adding scaled L2-norm of hyperplane weight vector to original objective function, where \(\varepsilon\) is a positive scalar and small enough to keep the structure of data.

So the dual problems are amended artificially as

\[
\max_{\alpha} e_1^T\alpha - \frac{1}{2} \alpha^T(G^T H + \varepsilon I)^{-1} G^T \alpha \\
\text{s.t.} \quad 0 \leq \alpha \leq c_1 e_2
\]  
(6)

\[
\max_{\beta} e_2^T\beta - \frac{1}{2} \beta^T H(G^T G + \varepsilon I)^{-1} H^T \beta \\
\text{s.t.} \quad 0 \leq \beta \leq c_2 e_1
\]  
(7)

Two non-parallel proximal planes can be obtained by using \(\alpha\) and \(\beta\) to solve Eq. (8).

\[
z_1 = [w_1 \quad b_1]^T = -(H^T H + \varepsilon I)^{-1} G^T \alpha \\
z_2 = [w_2 \quad b_2]^T = (G^T G + \varepsilon I)^{-1} H^T \beta
\]  
(8)

Further, weight vectors \(w_1\), \(w_2\) and deviations \(b_1\), \(b_2\) can be obtained. Hence, we can get two non-parallel proximal planes. A new data point \(x\) is assigned to class 1 or class 2 depending on its proximity to the two non-parallel planes.

2.2. TBSVM

Similar to TWSVM, TBSVM also needs to solve two smaller QPPs to gain two non-parallel planes. But, there are some obvious differences: 1) in TWSVM, the empirical risk is minimized, whereas in TBSVM, to minimize the structural risk, a regularization term is added by the idea of maximizing some margin; 2) the dual problems of TBSVM can be derived without any extra assumption, which is stricter and more complete than TWSVM. The primal problems of TBSVM are expressed as:

\[
\min_{w_1, b_1, q_1} \frac{1}{2} c_1(||w_1||_2^2 + b_1^2) + \frac{1}{2} ||Aw_1 + e_1b_1||_2^2 + c_1e_1^Tq_2 \\
\text{s.t.} \quad -(Bw_1 + e_2b_1) + q_2 \geq e_2, \quad q_2 \geq 0
\]  
(9)

\[
\min_{w_2, b_2, q_2} \frac{1}{2} c_2(||w_2||_2^2 + b_2^2) + \frac{1}{2} ||Bw_2 + e_2b_2||_2^2 + c_2e_2^Tq_1 \\
\text{s.t.} \quad (Aw_2 + e_1b_2) + q_1 \geq e_1, \quad q_1 \geq 0
\]  
(10)

where \(c_1\), \(c_2\), \(c_3\) and \(c_4\) are positive parameters, \(||\cdot||_2\) denotes the L2-norm, \((1/2)c_3(||w_1||_2^2 + b_2^2)\) is an additional regularization term, which makes the structural risk minimized in formula (9) [14].

To obtain two non-parallel proximal planes, we need to derive the dual problems of formulas (9) and (10). The Lagrange of the formula (9) is built, as shown in the following:

\[
L(w_1, b_1, q_2, a, \beta) = \frac{1}{2} c_1(||w_1||_2^2 + b_1^2) + \frac{1}{2} ||Aw_1 + e_1b_1||_2^2 + c_1e_1^Tq_2 \\
- \alpha^T(-(Bw_1 + e_2b_1) + q_2 - e_2) - \beta^T q_2
\]  
(11)

where \(\alpha = (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m)^T\), \(\beta = (\beta_1, \beta_2, \beta_3, \ldots, \beta_m)^T\) are Lagrange multipliers. The derivatives of \(w_1\), \(b_1\) and \(q_2\) are solved by Lagrange function \(L\) separately, and their derivatives are set to be zero. Thus, the Karush-Kuhn-Tucker (KKT) conditions can be obtained by these derivatives, as shown in the following:

\[
\frac{\partial L}{\partial w_1} = c_1 w_1 + A^T (Aw_1 + e_1 b_1) + B^T \alpha = 0, \\
\frac{\partial L}{\partial b_1} = c_1 b_1 + e_1^T (Aw_1 + e_1 b_1) + e_2 \alpha = 0, \\
\frac{\partial L}{\partial q_2} = c_1 e_2 - \alpha - \beta = 0, \\
-(Bw_1 + e_2b_1) + q_2 \geq e_2, \quad q_2 \geq 0, \quad \alpha^T(-(Bw_1 + e_2b_1) + q_2 - e_2) = 0, \quad \beta^T q_2 = 0, \\
\alpha \geq 0, \quad \beta \geq 0
\]  
(12)

As \(\beta \geq 0\), from (14) we get

\[
0 \leq \alpha \leq c_1 e_2
\]  
(18)

Next, Eqs. (12) and (13) are combined to be:

\[
([A \quad e_1]^T [A \quad e_1] + c_1 I)(w_1 b_1)^T + [B \quad e_2]^T \alpha = 0
\]  
(19)

We have defined \(H = [A \quad e_1]\), \(G = [B \quad e_2]\) and \(z_1 = (w_1 b_1)^T\), \(z_2 = (w_2 b_2)^T\), with these notations, Eq. (19) can be rewritten as

\[
(H^T H + c_1 I)z_1 + G^T \alpha = 0
\]  
(20)

Eq. (20) is equivalent to

\[
z_1 = -(H^T H + c_1 I)^{-1} G^T \alpha
\]  
(21)

Put Eq. (21) into the Lagrange and use the KKT conditions above, we get the dual problem of formula (9) as below:

\[
\max_{\alpha} e_1^T\alpha - \frac{1}{2} \alpha^T(G^T H + c_1 I)^{-1} G^T \alpha \\
\text{s.t.} \quad 0 \leq \alpha \leq c_1 e_2
\]  
(22)
It seems the same when the parameter \( c_3 \) in (22) is replaced by \( \varepsilon \) in (6), but, there is essential difference in the sense. The parameter \( \varepsilon \) is only a smaller scalar, while \( c_3 \) is a weighting factor which determines the weight between the empirical risk and the regularization term, so it is very important to choose a proper parameter \( c_3 \). (1/2)c_3(\|w_1\|^2 + \|b_1\|^2) embodies the structure risk minimization principle and improves the classification accuracy.

Similarly, we consider formula (10) and obtain its dual problem as

\[
\max_{\beta} \quad e_i^T \beta - \frac{1}{2} \beta^T H (G^T G + c_4 I)^{-1} H^T \beta \\
\text{s.t.} \quad 0 \leq \beta \leq c_2 e_i
\]  

(23)

The augmented vector \( z_2 \) is given by

\[
z_2 = (G^T G + c_4 I)^{-1} H^T \beta
\]  

(24)

Once the solutions \( z_2 \) and \( z_3 \) of the formulas (9) and (10) are obtained, we can obtain two non-parallel proximal planes.

\[
x^T w_1 + b_1 = 0, \quad x^T w_2 + b_2 = 0
\]  

(25)

The distance from the plane \( (x^T w_1 + b_1 = 0) \) is smaller to the positive sample than to the negative sample, while the distance from the plane \( (x^T w_2 + b_2 = 0) \) is smaller to the negative sample than to the positive sample.

3. Least squares TBSVM based on L1-norm distance

The advantages of TBSVM are remarkable, whereas we should not ignore the shortcomings: 1) formulas (9) and (10) show that L2-error distance criterion exaggerates the effect of outliers by the square operation; 2) as TBSVM needs to solve two QPPs, it is hard to handle large datasets available. To alleviate these problems, we alter the primal QPPs of TBSVM in least squares sense and solve them with constraints in the form of equalities to replace inequalities of TBSVM [15], which costs comparably less computational time. Besides, the application of L1-norm distance is often considered as a simple and effective way to reduce the impact of outliers, and can improve the generalization ability and flexibility of the model. Two primal problems of L1-LSTBSVM are shown as followed:

\[
\min_{w_1, b_1, q_1, q_2} \frac{1}{2} c_3(\|w_1\|^2 + b_1^2) + \|Aw_1 + e_1 b_1\|_1 + \frac{1}{2} c_1 q_1^T q_2 \\
\text{s.t.} \quad - (Bw_1 + e_2 b_1) + q_2 = e_2,
\]  

(26)

\[
\min_{w_2, b_2, q_1, q_2} \frac{1}{2} c_3(\|w_2\|^2 + b_2^2) + \|Bw_2 + e_2 b_2\|_1 + \frac{1}{2} c_2 q_1^T q_1 \\
\text{s.t.} \quad (Aw_2 + e_1 b_2) + q_1 = e_1,
\]  

(27)

where \( \| \cdot \| \) denotes the L1-norm, note that formula (26) uses the slack variable \( q_1, q_2 \) and penalty coefficient \( c_1, c_2 \) instead of \( e_1^T q_1, e_2^T q_2 \) and \( c_3 \) used in formula (9) separately. That is, (26) utilizes the square of L2-norm distance of slack variable \( q_2 \) with \( c_1, c_2 \) replacing \( q_3 \) with \( c_3 \) as made in (9), which makes the constraint \( q_2 \geq 0 \) redundant [28]. \( e_1^T q_1 \) is used to measure the error wherever the optimal plane is closer than this minimum distance of 1, and it minimizes the sum of slack variables, hence attempts to minimize misclassification due to points belonging to class 2. A classic improvement of SVM is the least squares SVM, followed by the least squares version of TWSVM. In view of this, we extend TBSVM to least squares TBSVM. This simple modification allows us to rewrite the solution of (26) as a solution of linear equation. Under the minimum value of objective problems, each plane is required to be as close as possible to one of the two classes and as far as possible from the other class [12].

The primal problems of formulas (26) and (27) can be optimized in the following form (which is further discussed in the last paragraph of this section):

\[
\min_{w_1, b_1, q_1, q_2} \frac{1}{2} c_3(\|w_1\|^2 + b_1^2) + \sum_{i=1}^{m} \frac{(A w_i + e_1 b_i)^T}{D_i} + \frac{1}{2} c_1 q_1^T q_2 \\
\text{s.t.} \quad - (B w_1 + e_2 b_1) + q_2 = e_2,
\]  

(28)

\[
\min_{w_2, b_2, q_1, q_2} \frac{1}{2} c_3(\|w_2\|^2 + b_2^2) + \sum_{j=1}^{m} \frac{(B w_2 + e_2 b_2)^T}{D_j} + \frac{1}{2} c_2 q_1^T q_1 \\
\text{s.t.} \quad (A w_2 + e_1 b_2) + q_1 = e_1,
\]  

(29)

where \( D_i = 2|A w_i + e_1 b_i| \neq 0 \), \( D_j = 2|B w_2 + e_2 b_2| \neq 0 \), and \( z_1 = (w_1 b_1)^T \), \( z_2 = (w_2 b_2)^T \). It is difficult to solve formulas (28) and (29), because they contain absolute value operation. To solve these, we propose an iterative convex optimization strategy. The basic idea of this method is to iteratively update the vector \( z_1 \) until its objective function value converges to a fixed value. Assume \( z_1^{(p)} \) is the solution for the iteration of \( p \). Then, the optimal solution of \( z_1^{(p+1)} \) for the iteration of \( p+1 \) is defined as the solution to the following problems:

\[
\min_{w_1, b_1, q_1, q_2} \frac{1}{2} c_3(\|w_1\|^2 + b_1^2) + \sum_{i=1}^{m} \frac{(h_i z_1)^T}{D_i} + \frac{1}{2} c_1 q_1^T q_2 \\
\text{s.t.} \quad - (B w_1 + e_2 b_1) + q_2 = e_2,
\]  

(30)

\[
\min_{w_2, b_2, q_1, q_2} \frac{1}{2} c_3(\|w_2\|^2 + b_2^2) + \sum_{j=1}^{m} \frac{(g_j z_2)^T}{D_j} + \frac{1}{2} c_2 q_1^T q_1 \\
\text{s.t.} \quad (A w_2 + e_1 b_2) + q_1 = e_1,
\]  

(31)

where

\[
D_1 = 2|h_i z_1^{(p)}|, \quad D_2 = 2|g_j z_2^{(p)}|, \quad h_i = |A w_i|, \quad e_1, \quad g_j = |B w_2|, \quad e_2, \quad 1. \quad \text{Hence, we rewrite formulas (30) and (31) as follows:}
\]

\[
\min_{z_1, z_2} \frac{1}{2} c_3 z_1^T z_1 + \frac{1}{2} c_1 z_1^T H D_1 H z_1 + \frac{1}{2} c_1 q_1^T q_2 \\
\text{s.t.} \quad H z_1 + q_2 = e_2,
\]  

(32)

\[
\min_{z_1, z_2} \frac{1}{2} c_3 z_2^T z_2 + \frac{1}{2} c_2 z_2^T G D_2 G z_2 + \frac{1}{2} c_2 q_1^T q_1 \\
\text{s.t.} \quad H z_2 + q_1 = e_1,
\]  

(33)

where \( D_1 = \text{diag}(D_1, D_1, \ldots, D_1), \quad D_2 = \text{diag}(D_2, D_2, \ldots, D_2), \quad \text{and} \quad H = [A e_1, G = [B e_2]. \quad \text{The algorithm which we design is depicted in Algorithm 1.}

**Algorithm 1** A valid iterative algorithm to solve the optimization problem of formula (26). To prove it, we first introduce Lemma 1.

**Input**: Matrices \( H \in \mathbb{R}^{m \times (n+1)} \) and \( G \in \mathbb{R}^{m \times (n+1)} \).

**Result**: \( z_1 \in \mathbb{R}^{(n+1) \times 1} \). Set \( p = 0 \), Initialize diagonal matrix \( D_1 \in \mathbb{R}^{m \times m}, \quad D_1 = \text{diag}(1/[H z_1]), \quad \text{and initialize} \quad z_1 \).

**Repeat**

1. Calculate

\[
z_1^{(p+1)} = - \left( \frac{1}{c_3} (H^T D_1^T H + c_1 I) + G^T G \right)^{-1} G^T e_2
\]  

(34)

2. Update matrix \( D_1^{(p+1)} \) based on the current \( z_1^{(p+1)} \), the i-th element of \( D_1^{(p+1)} \) is \( 1/(2|h_i z_1^{(p+1)}|) \).

3. \( p = p + 1 \).

Until Convergence.

**Output**: The optimal solution of \( z_1 \).
In each iteration, \( z_i \) is calculated with the current \( D_i \), and then \( D_i \) is updated based on the current calculated \( z_i \). The iteration procedure is repeated until the algorithm converges.

**Lemma 1.** For any nonzero vector \( z, z^p \in R \), the following inequality is established:

\[
\|z\|_1 - \frac{1}{2} \frac{|z|^2}{\|z^p\|_1} \leq \|z\|_1 - \frac{1}{2} \frac{|z|^2}{\|z^p\|_1}
\]  
(35)

**Proof.** Start with an explicit inequality \((\sqrt{u} - \sqrt{v})^2 \geq 0\), we have

\[
(\sqrt{u} - \sqrt{v})^2 \geq 0 \Rightarrow u - 2\sqrt{uv} + v \geq 0 \Rightarrow \sqrt{u} - \frac{u}{2\sqrt{v}} \leq \frac{\sqrt{v}}{2}.
\]

Replace \( u \) and \( v \) with \( \|z\|_1 \) and \( \|z^p\|_1 \) respectively, we reach (35). \( \Box \)

Note that the proof is motivated by [29], we cannot set \( D_i^p = 0 \) when \( \|h_i z_i(p^p)\| = 0 \), otherwise the derived algorithm cannot be ensured to converge. We have two ways to solve this. First, we can slightly move \( z_i(p) \) in the way of \( z_i(p) = (z_i(p) + \Delta)/\|z_i(p) + \Delta\| \), motivated by [22], where \( \Delta \) is a very small random vector. However, this method is not practical, since we may need to try a large number of times. Second, we can regularize \( D_i^p \) as

\[
D_i^p = 1/((h_i z_i(p)) + \epsilon), \quad \text{where} \quad \epsilon \quad \text{is a very small number. When}
\]

\( \epsilon \rightarrow 0 \), \( D_i^p = 1/(h_i z_i(p) + \epsilon) \) approximates the original one. The second method is used in our method, since it has been a popular method and widely used for solving the same problem existed in L1-related feature extractions.

The convergence of Algorithm 1 is summarized in the following

**Theorem 1.** Assume that \( z_i^{(p)} \) is a vector, then formula (32) is built, \( z_i^{(p+1)} \) is the solution obtained from (32), then \( z_i^{(p+1)} \) is deemed to be better than \( z_i^{(p)} \). Here, we solve formula (32) in closed form in first iteration and later use update from Algorithm 1 until we obtain the optimum solution of \( z_i^{(p+1)} \).

**Proof.** In the problem in (34), it is the solution of the following problem

\[
z_i^{(p+1)} = \arg \min_{z_i \in R^d} \frac{1}{2} c_2(z_i)^T H z_i + \frac{1}{2} c_1(q_i)^T D_i^p (H z_i)
\]

According to (34), we obtain

\[
\frac{1}{2} c_2(z_i^{(p+1)})^T z_i^{(p+1)} + \frac{1}{2} (H z_i^{(p+1)})^T D_i^p (H z_i^{(p+1)})
\]

\[
+ \frac{1}{2} c_1(q_i^{(p+1)})^T q_i^{(p+1)} \leq \frac{1}{2} c_2(z_i^{(p)})^T z_i^{(p)} + \frac{1}{2} (H z_i^{(p)})^T D_i^p (H z_i^{(p)})
\]

\[
+ \frac{1}{2} c_1(q_i^{(p)})^T q_i^{(p)}
\]  
(38)

Which is simplified as

\[
\frac{1}{2} c_2(z_i^{(p+1)})^T z_i^{(p+1)} + \sum_{k=1}^{m} \frac{(h_k z_i^{(p+1)})^2}{2|h_k z_i^{(p+1)}|} + \frac{1}{2} c_1(q_i^{(p+1)})^T q_i^{(p+1)} \leq \frac{1}{2} c_2(z_i^{(p)})^T z_i^{(p)} + \sum_{k=1}^{m} \frac{(h_k z_i^{(p)})^2}{2|h_k z_i^{(p)}|} + \frac{1}{2} c_1(q_i^{(p)})^T q_i^{(p)}
\]  
(39)

According to **Lemma 1**, we can get

\[
|h_i z_i^{(p+1)}| - \frac{(h_i z_i^{(p+1)})^2}{2|h_i z_i^{(p+1)}|} \leq |h_i z_i^{(p)}| - \frac{(h_i z_i^{(p)})^2}{2|h_i z_i^{(p)}|}
\]  
(40)

Which leads to

\[
\sum_{i=1}^{m} |h_i z_i^{(p+1)}| - \frac{(h_i z_i^{(p+1)})^2}{2|h_i z_i^{(p+1)}|} \leq \sum_{i=1}^{m} |h_i z_i^{(p)}| - \frac{(h_i z_i^{(p)})^2}{2|h_i z_i^{(p)}|}
\]  
(41)

Combining Eqs. (39) and (41), we have

\[
\frac{1}{2} c_1(q_i^{(p+1)})^T z_i^{(p+1)} + \frac{1}{2} \sum_{k=1}^{m} (h_k z_i^{(p+1)})^2 + \frac{1}{2} c_1(q_i^{(p+1)})^T q_i^{(p+1)}
\]

\[
\leq \frac{1}{2} c_1(q_i^{(p)})^T z_i^{(p)} + \frac{1}{2} \sum_{k=1}^{m} (h_k z_i^{(p)})^2 + \frac{1}{2} c_1(q_i^{(p)})^T q_i^{(p)}
\]  
(42)

which shows the objective function value of formula (26) decreases monotonically in each iteration in Algorithm 1. In the convergence, \( z_i^{(p+1)} \) is an optimal solution to the convex problem in formula (26). \( \Box \)

Formula (26) is a convex optimization problem with constraints in the form of equalities, and has a closed-form solution. On substituting the equality constraints into the objective function, and converting L1-norm problem to L2-norm, as shown in formulas (28), (30) and (32), we rewrite (26) as the following form:

\[
\min \frac{1}{2} c_1^T w_i + \frac{1}{2} c_1^T e_i B w_i + c_2^T (A w_i + e_i b_1)^T (A w_i + e_i b_1) + c_3^T b_1 + c_4^T e_i (A w_i + e_i b_1) + c_5^T e_i^2 (B w_i + e_i b_1) + c_6^T e_i^2 b_1 = 0
\]

Combining Eqs. (44) and (45), we have that

\[
\begin{align*}
\frac{c_1}{c_1} w_i &+ \frac{1}{c_1} \left[ (2A^T D_A A)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i = 0.
\end{align*}
\]

Eq. (46) is equivalent to

\[
\left( \frac{c_1}{c_1} + \frac{1}{c_1} \left[ (2A^T D_A A)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i
\]

\[
= - \left( B e_i^2 \right)^T m_2.
\]

Thus, we can obtain

\[
\begin{align*}
\frac{c_1}{c_1} w_i &+ \frac{1}{c_1} \left[ (2A^T D_A A)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i
\end{align*}
\]

That is:

\[
\begin{align*}
\frac{c_1}{c_1} w_i &+ \frac{1}{c_1} \left[ (2A^T D_A A)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i + \left[ (2e_i B)^{-1} \right] B w_i
\end{align*}
\]

So we can get the solution of \( z_i^{(p+1)} \) as shown in the following:

\[
z_i^{(p+1)} = \{ w_i b_1 \}^T = \left( -\frac{1}{2} (H^T D_A H + \frac{1}{2} c_1) + G^T G \right)^{-1} G^T e_i^2.
\]
Since $c_1$ and $c_2$ are two tuning parameters, $z_i^{(p+1)}$ can be expressed equivalently as

$$z_i^{(p+1)} = [w_i, b_i] = -\left( \frac{1}{c_1} (H^T D_1 H + c_1 I) + G G^T \right)^{-1} G^T e_i$$ \hspace{1cm} (50)

Note that $D_1$ is dependent on $z_i^{(p+1)}$, and it is also an unknown variable, we can iteratively update the value of $D_1$ to change $z_i^{(p+1)}$. In other words, increase $p$ until the objective function value converges to a fixed value, then, $z_i^{(p+1)}$ is the optimal solution that we seek. In this study, we propose an iterative algorithm to obtain the optimum solution $z_i^{(p+1)}$ to satisfy eq. (50), and have demonstrated that the proposed iterative algorithm converges to an optimum solution.

Similar to $z_i^{(p+1)}$:

$$z_i^{(p+1)} = [w_i, b_i] = \left( \frac{1}{c_2} (G^T D_2 G + c_2 I) + H^T H \right)^{-1} H^T e_i = [w_2, b_2]$$ \hspace{1cm} (51)

where $D_2 = \text{diag}\left(1/\|G z_i^{(p)}\|^2\right)$. So weight vectors $w_1, w_2$ and deviations $b_1, b_2$ can be obtained, two non-parallel optimal planes are given by

$$x^T w_1 + b_1 = 0, \quad x^T w_2 + b_2 = 0$$ \hspace{1cm} (52)

A new point $x \in \mathbb{R}^p$ is assigned to class $i$ ($i=1, 2$), according to which of the two non-parallel planes in (52) is closer to the decision function

$$f(x) = \arg \min_{i=1,2} (|x^T w_{i,2} + b_{1,2}|/\|w_{1,2}\|)$$ \hspace{1cm} (53)

Here, $|\cdot|$ is the absolute value. Next, we illustrate the effectiveness and robustness of L1-LSTBSVM by experiments, and the classification accuracy is demonstrated by the experimental results on artificial datasets and UCI datasets [30,31].

Last, begin with (26), we explain why the primal problems of formulas (26) and (27) can be optimized by (28) and (29). Define the function $f(w_1, b_1) = \|Aw_1 + e_1b_1\|$ in (26). The main difference between (26) and (28) is that $f(w_1, b_1)$ is replaced with $\sum_{i=1}^{m_1} \frac{(Aw_i + e_ib_i)^2}{h_i^2}$. We know the gradient of $f(w_1, b_1)$ w.r.t. $w_1, b_1$ is $\sum_{i=1}^{m_1} \frac{2h_i^2}{h_i} z_i = \sum_{i=1}^{m_1} \frac{2h_i^2}{h_i} b_i$, which is equivalent to the gradient.
of $\sum_{i=1}^{m} \frac{(A \mathbf{w}_i + b_i)^2}{\mathbf{D}_i}$ in (28) when $\mathbf{D}_i$ is given. This implies that applying the iterative algorithm in Algorithm 1 to (26) generates the same solution as applying Algorithm 1 to (28).

4. Experimental results

To confirm the classification performance of L1-LSTBSVM, it is compared with four algorithms (TWSVM [12], LSTWSVM [15], TBSVM [14] and L1-NPSVM [20]) on UCI datasets, which reflects the performance of the algorithm [32,33]. L1-NPSVM and our L1-LSTBSVM are two iterative algorithms, which need to set the initial solutions. Consider that these two algorithms aim to correct the planes of GEPSVM and TBSVM which may be unsatisfied because of the effect of outliers, we set their initial solutions as the solutions of GEPSVM and LSTBSVM, respectively. L1-NPSVM and our L1-LSTBSVM are inspired by L1-norm distance LDA methods [22]. Therefore, this setting also follows [22]. For them, we stop the iterative procedures when the difference of objective values of two successive iterations is less than 0.001 and the iterative number is greater than 50. Experimental environment: Windows10 operating system, PC with an Intel(R) Core(TM) i5-5200u, quad core processor (2.2GHz), 4GB of RAM. Five kinds of classification algorithms are implemented in MATLAB 7.1. The experimental parameters are selected by 10-fold cross validation method [17,34], and testing accuracy is the average value of results for 10 times for each dataset. In addition, the experimental data only contain two types (class 1 and class 2), and all the sample data are normalized by the interval $[-1,1]$ to reduce the difference between the characteristics of different samples. As is known, experimental parameters may influence the classification accuracy. Thus, to obtain the best generalization performance, all experimental parameters are chosen as below. Parameters $c_1$, $c_2$, $c_3$, $c_4$ are in the range of $\{2^i | i = -16, -15, -14, \ldots, 15, 16\}$, while parameter $\delta$ is in the range of $\{10^i | i = -10, -9, -8, \ldots, 10\}$.

4.1. Experiments on artificial datasets

To verify the performance of our L1-LSTBSVM, we did the experiments on a simple 2-D XOR datasets (called Crossplanes1 $(100 \times 2)$, the number of positive samples is 44, while negative samples have 56 data points), which is generated by perturbing points originally lying on two intersecting planes (lines), and each plane corresponds to one class. As is known, outliers tend to have a certain effect on the classification performance, which is also the standard for measuring the stability of the algorithms. Thus, we introduce outliers into Crossplanes datasets to evaluate the robustness of TBSVM and L1-LSTBSVM. Here, two or four extra outliers are added on the Crossplanes datasets, called Crossplanes1 $(102 \times 2)$ and Crossplanes2 $(104 \times 2)$ respectively, as shown in Fig. 1 (a) and (b), two classes of samples are distinguished by “•” and “□”, respectively. The classification results of each classifier on this dirty XOR datasets are given in Figs. 2 and 3 respectively.

Figs. 2 and 3 describe the results of two methods on the Crossplanes datasets where two and four outliers were introduced respectively, from which we can observe that the learnt non-parallel optimal separating planes characterize the Crossplanes1 and Crossplanes2 datasets well by robust L1-norm distance. Compared with L1-LSTBSVM, TBSVM misclassifies more points (class 1 has more points closer to the blue separating plane of class 2). That is, the proposed L1-LSTBSVM approach can deal with the outliers better than TBSVM due to the robust property of L1-norm distance against the negative effect of outliers, which is the main motivation for us to demonstrate these figures. The classification accuracy of TBSVM and L1-LSTBSVM on Crossplanes1 are 42.14% and 66.38% respectively, and on Crossplanes2 49.76% and 61.38% respectively, which reveals that the classification ability of L1-LSTBSVM is better after introducing outliers. Presented results explain that classifiers based on L2-norm distance are sensitive to outliers, and this may lead to the large distance dominating the sum in TBSVM, but the L1-norm distance can powerfully
### Table 1
Test results of TBSVM, TWSVM, LSTWSVM, L1-NPSVM and L1-LSTBSVM.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>TBSVM</th>
<th>TWSVM</th>
<th>LSTWSVM</th>
<th>L1-NPSVM</th>
<th>L1-LSTBSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training time (s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N × n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer 96.20 ± 1.81 (683 × 9)</td>
<td>92.54 ± 0.95</td>
<td>96.05 ± 1.99</td>
<td>86.23 ± 10.20</td>
<td>96.49 ± 1.75*</td>
<td>96.49 ± 1.75*</td>
</tr>
<tr>
<td>Tiddata 67.33 ± 2.35 (958 × 9)</td>
<td>67.54 ± 2.97</td>
<td>68.48 ± 3.45</td>
<td>66.61 ± 2.81</td>
<td>68.79 ± 4.19*</td>
<td>68.79 ± 4.19*</td>
</tr>
<tr>
<td>Trest 54.60 ± 5.77 (1130 × 5)</td>
<td>54.60 ± 5.77</td>
<td>54.51 ± 5.66</td>
<td>53.19 ± 4.36</td>
<td>55.13 ± 1.42</td>
<td>55.13 ± 1.42</td>
</tr>
<tr>
<td>Pidd 76.69 ± 3.35 (708 × 8)</td>
<td>73.39 ± 2.31</td>
<td><strong>77.21 ± 3.66</strong></td>
<td>74.87 ± 5.01</td>
<td>76.17 ± 3.99</td>
<td>76.17 ± 3.99</td>
</tr>
<tr>
<td>ClaveVectors 4.35 ± 2.48 (963 × 19)</td>
<td>73.52 ± 2.10</td>
<td>74.04 ± 2.16</td>
<td>73.31 ± 3.33</td>
<td>73.52 ± 2.10</td>
<td>73.52 ± 2.10</td>
</tr>
<tr>
<td>Sonar 79.83 ± 5.30 (208 × 60)</td>
<td>68.70 ± 5.55</td>
<td>72.08 ± 4.94</td>
<td>74.14 ± 9.97</td>
<td>75.99 ± 4.86</td>
<td>75.99 ± 4.86</td>
</tr>
<tr>
<td>Pinadata 76.17 ± 2.16 (708 × 8)</td>
<td>74.39 ± 2.31</td>
<td><strong>76.56 ± 2.91</strong></td>
<td>73.70 ± 4.02</td>
<td>74.48 ± 2.00</td>
<td>74.48 ± 2.00</td>
</tr>
<tr>
<td>Ionodata 86.33 ± 3.76 (351 × 34)</td>
<td>85.75 ± 5.66</td>
<td>90.60 ± 1.93</td>
<td>80.36 ± 6.64</td>
<td><strong>90.88 ± 3.80</strong></td>
<td><strong>90.88 ± 3.80</strong></td>
</tr>
<tr>
<td>Clevedata 85.21 ± 4.22 (297 × 13)</td>
<td>83.95 ± 3.71</td>
<td>81.49 ± 3.33</td>
<td>84.53 ± 5.17</td>
<td><strong>85.55 ± 6.55</strong></td>
<td><strong>85.55 ± 6.55</strong></td>
</tr>
<tr>
<td>Housingdata 84.39 ± 3.50 (506 × 13)</td>
<td>78.66 ± 5.48</td>
<td><strong>86.18 ± 3.32</strong></td>
<td>72.12 ± 5.28</td>
<td>77.67 ± 3.33</td>
<td>77.67 ± 3.33</td>
</tr>
<tr>
<td>Tae 83.42 ± 2.25 (151 × 5)</td>
<td>82.75 ± 3.97</td>
<td>83.40 ± 4.32</td>
<td>79.38 ± 10.99</td>
<td>82.75 ± 3.37</td>
<td>82.75 ± 3.37</td>
</tr>
<tr>
<td>Mushdata (8124 × 22) 81.66 ± 0.95</td>
<td>80.75 ± 0.97</td>
<td>81.60 ± 0.88</td>
<td>78.90 ± 9.26</td>
<td><strong>84.11 ± 1.08</strong></td>
<td><strong>84.11 ± 1.08</strong></td>
</tr>
<tr>
<td>Spec 80.17 ± 5.03 (607 × 22)</td>
<td>79.43 ± 5.61</td>
<td>78.69 ± 2.63</td>
<td>76.45 ± 5.95</td>
<td><strong>80.89 ± 3.26</strong></td>
<td><strong>80.89 ± 3.26</strong></td>
</tr>
<tr>
<td>Brightdata (2462 × 14) 98.62 ± 0.43</td>
<td>98.58 ± 0.57</td>
<td>98.74 ± 0.35</td>
<td>95.66 ± 2.62</td>
<td><strong>99.03 ± 0.30</strong></td>
<td><strong>99.03 ± 0.30</strong></td>
</tr>
<tr>
<td>Dimdata (4192 × 14) 93.92 ± 0.57</td>
<td>95.13 ± 0.65</td>
<td>94.68 ± 0.47</td>
<td>88.74 ± 1.30</td>
<td>93.87 ± 0.91</td>
<td>93.87 ± 0.91</td>
</tr>
</tbody>
</table>

### Table 2
Test results of five algorithms when 10% Gaussian noise is introduced.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>TBSVM</th>
<th>TWSVM</th>
<th>LSTWSVM</th>
<th>L1-NPSVM</th>
<th>L1-LSTBSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training time (s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N × n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer 96.78 ± 1.18 (683 × 9)</td>
<td>92.10 ± 0.70</td>
<td>93.42 ± 1.65</td>
<td>85.94 ± 8.89</td>
<td>96.05 ± 1.76</td>
<td>96.05 ± 1.76</td>
</tr>
<tr>
<td>Tiddata 67.12 ± 3.42 (958 × 9)</td>
<td>64.83 ± 2.24</td>
<td>67.64 ± 2.89</td>
<td>66.60 ± 2.89</td>
<td><strong>68.89 ± 2.61</strong></td>
<td><strong>68.89 ± 2.61</strong></td>
</tr>
<tr>
<td>Trest 55.04 ± 5.43 (1130 × 5)</td>
<td>55.04 ± 5.43</td>
<td><strong>55.13 ± 2.69</strong></td>
<td>53.36 ± 4.41</td>
<td>55.04 ± 5.43</td>
<td>55.04 ± 5.43</td>
</tr>
<tr>
<td>Pidd 75.25 ± 5.17 (768 × 8)</td>
<td>73.57 ± 1.60</td>
<td>75.12 ± 3.88</td>
<td>75.39 ± 3.70</td>
<td><strong>75.91 ± 2.48</strong></td>
<td><strong>75.91 ± 2.48</strong></td>
</tr>
<tr>
<td>ClaveVectors 73.42 ± 2.50 (963 × 19)</td>
<td>73.73 ± 1.81</td>
<td><strong>73.83 ± 2.15</strong></td>
<td>73.73 ± 2.73</td>
<td><strong>73.83 ± 2.03</strong></td>
<td><strong>73.83 ± 2.03</strong></td>
</tr>
<tr>
<td>Sonar 75.97 ± 3.34 (208 × 60)</td>
<td>68.75 ± 4.88</td>
<td>70.13 ± 5.76</td>
<td>74.64 ± 10.56</td>
<td><strong>77.42 ± 4.09</strong></td>
<td><strong>77.42 ± 4.09</strong></td>
</tr>
<tr>
<td>Pinadata 74.99 ± 5.20 (708 × 8)</td>
<td>74.86 ± 4.64</td>
<td>74.86 ± 3.84</td>
<td>75.39 ± 3.70</td>
<td><strong>75.78 ± 3.56</strong></td>
<td><strong>75.78 ± 3.56</strong></td>
</tr>
<tr>
<td>Ionodata 85.76 ± 4.32 (351 × 34)</td>
<td>86.32 ± 4.12</td>
<td>89.74 ± 2.46</td>
<td>81.17 ± 8.23</td>
<td><strong>92.01 ± 4.30</strong></td>
<td><strong>92.01 ± 4.30</strong></td>
</tr>
<tr>
<td>Clevedata 84.54 ± 4.22 (297 × 13)</td>
<td>75.76 ± 7.79</td>
<td>75.44 ± 4.65</td>
<td>85.53 ± 5.17</td>
<td><strong>85.89 ± 6.40</strong></td>
<td><strong>85.89 ± 6.40</strong></td>
</tr>
<tr>
<td>Housingdata 82.21 ± 5.28 (506 × 13)</td>
<td>71.15 ± 6.28</td>
<td>81.03 ± 4.30</td>
<td>72.32 ± 5.28</td>
<td>77.09 ± 5.56</td>
<td>77.09 ± 5.56</td>
</tr>
<tr>
<td>Tae 84.73 ± 2.80 (151 × 5)</td>
<td>83.40 ± 3.77</td>
<td>84.06 ± 3.99</td>
<td>80.71 ± 10.98</td>
<td>83.40 ± 3.77</td>
<td>83.40 ± 3.77</td>
</tr>
<tr>
<td>Mushdata 81.65 ± 0.99 (8124 × 22)</td>
<td>78.52 ± 1.37</td>
<td>81.52 ± 0.94</td>
<td>70.47 ± 7.68</td>
<td><strong>84.06 ± 1.09</strong></td>
<td><strong>84.06 ± 1.09</strong></td>
</tr>
<tr>
<td>Spec 79.43 ± 5.61 (2462 × 14)</td>
<td>79.06 ± 5.88</td>
<td>79.43 ± 6.51</td>
<td>75.70 ± 8.23</td>
<td><strong>80.52 ± 2.36</strong></td>
<td><strong>80.52 ± 2.36</strong></td>
</tr>
<tr>
<td>Brightdata 96.75 ± 0.49 (4192 × 14)</td>
<td>97.08 ± 0.33</td>
<td>96.10 ± 0.24</td>
<td>95.16 ± 1.70</td>
<td><strong>97.85 ± 0.37</strong></td>
<td><strong>97.85 ± 0.37</strong></td>
</tr>
</tbody>
</table>

suppress the influence of outliers, which has effectively testified the practicability of L1-LSTBSVM.

4.2. Experiments on UCI datasets

The algorithm that we design iteratively updates the objective function value until it converges to a fixed value. Fig. 4 (a)–(d) show the objective function values of L1-LSTBSVM monotonically decrease with the iteration and the algorithm fast converges within about 6 iterations, which is completely consistent with our former theoretical analysis. Horizontal axis represents the number of iterations, and vertical axis represents the value of objective function.

To further validate the usefulness and practicality of L1-LSTBSVM, it is compared with the related algorithms (TSBSVM [14], TWSVM [12], LSTWSVM [15] and L1-NPSVM [20]) on fifteen commonly used datasets that are selected from the UCI datasets, under the consideration that noise is one of the standards to measure the robustness of the algorithm. The classification accuracy changes smoothly with the increase of noise, which indicates the algorithm has better anti-noise ability. Next, we verify this by experiments.

Table 1 is the comparison of classification accuracy within five algorithms, while Table 2 shows the comparison of the five algorithms on the fifteen commonly used data where 10% Gaussian noise was introduced respectively. Table 3 is the comparison of the classification accuracy within the five algorithms on the data where 20% Gaussian noise was introduced respectively. Moreover, to further verify the convergence of L1-LSTBSVM, the average training iterative numbers of this algorithm are listed in the three tables corresponding to each experiment. The best classification accuracy is marked black bold, and * represents that the classification accuracy of L1-LSTBSVM is the best. Detailed information is exhibited in the following tables:

From the data in Table 1, it is observed that the classification accuracy of L1-LSTBSVM is much higher than other algorithms in most cases, with the training time less than that of TBSVM and TWSVM, but higher than that of LSTWSVM and L1-NPSVM. As seen in Table 2 and Table 3, 10% and 20% Gaussian noise were introduced to the UCI datasets separately. Results show that our L1-LSTBSVM obtains the best result compared to other methods in most cases, and the training time is also less than that of TBSVM and TWSVM. Although LSTWSVM and L1-NPSVM take less training time, they cannot catch up with L1-LSTBSVM in classification accuracy. From the columns of L1-LSTBSVM in the three tables above, it can be found that L1-LSTBSVM can fast converge within about 6 iterations.

From the experimental results in the three tables above, it is observed that L1-LSTBSVM is a winner when comparing it with four other methods in most cases. This is attributed to the iterative method we proposed, which is helpful for the resistance of the negative influence of outliers. This demonstrates that our proposed L1-LSTBSVM is advantageous to the correct data classification. A common point of L1-NPSVM and L1-LSTBSVM is the embedding of L1-norm distance. As two effective L1-norm classification methods, the accuracy of L1-NPSVM and L1-LSTBSVM only has a little change compared to other three methods, especially when Gaussian noise is introduced. These indicate L1-norm distance is stronger than L2-norm distance in the presence of outliers. Therefore, the experimental results have effectively confirmed our claims that the robustness and classification performance of L1-LSTBSVM are the best, particularly when Gaussian noise is introduced.

Furthermore, from the tables we can see, TBSVM and TWSVM cost much training time in datasets of Mushdata, Brightdata and Dimdata, because they need to solve a pair of QPPs, when used to handle large datasets, their computing speed is lower. Neverthe-
less, our L1-LSTBSVM outperforms TBSVM and TWSVM in training time and classification accuracy. Moreover, it costs more time than LSTWSVM and L1-NPSVM, but surpasses them in accuracy, so the iterative algorithm is useful to dispose large datasets.

Note that, when the data size is increased, the training time of four algorithms (TWSVM, TBSVM, L1-NPSVM and L1-TBSVM) increase significantly, especially TWSVM and TBSVM, while the training time of LSTWSVM does not increase a lot with the change of data size. The reason is that TWSVM and TBSVM need to solve two QPPs respectively, but LSTWSVM just needs to solve one system of two linear equations, so does L1-LSTBSVM. With the increase in data size, the computational costs of TWSVM and TBSVM also increase markedly, and the computational costs of LSTWSVM increase correspondingly. As L1-LSTBSVM is an iterative algorithm (the same to L1-NPSVM) which requires to iteratively search the optimal solutions. Furthermore, in each iteration, it needs to compute the diagonal matrix $D_1$, whose time complexity is $m_1 \times (d + 1)$. Although the time cost is very low, it is also affected by the number of samples in class 1. Therefore, when the data size is increased, the training time of the proposed method increased. Despite this, our algorithm performs faster than TWSVM and TBSVM. The reasons for this are that: 1) in each iteration, as in LSTWSVM, only a system of linear equations is solved; 2) the iterative algorithm can fast converge; and 3) the time complexity of computing $D_1$ is very low, although it is somewhat increasing with the increase of sample size.

More importantly, in performance, our algorithm has absolutely advantages over other methods. Comparing the experimental results (three tables above), we have the following interesting observations. First, no matter whether the Gaussian noise is introduced or not, L1-LSTBSVM obtains better accuracy compared to other algorithms in most cases. Second, we have found that after introducing Gaussian noise on the UCI datasets (10%, 20% respectively), with the increase of noise, the accuracy of TWSVM, TBSVM and LSTWSVM have larger changes compared with L1-LSTBSVM and L1-NPSVM in most cases. For example, on Tae datasets, the accuracy of TBSVM changes 1.31% and 2.67% when introducing 0%–10% and 10%–20% Gaussian noise, while the accuracy of L1-LSTBSVM changes 0.65% and 1.31% under the same scenario. Similar pattern can be observed for the other algorithms as well. This important observation clearly indicates the robustness of L1-LSTBSVM against outliers and effectively confirms our motivation to use the L1-norm distance to improve the distance metric learning.

Fig. 5 illustrates the comparison of accuracy of five different algorithms on eight datasets (Sonar, Pidd, Housingdata, Mushdata,
Tae, Clevedata, Ionodata and Brightdata) when introducing 0%, 10% and 20% Gaussian noise respectively. We see that the accuracy of L1-LSTBSVM and L1-NPSVM have a little change compared with that of TBSVM, TWSSVM and LSTWSVM in most cases, which indicates L1-norm distance may ease the negative influence of outliers. Further, the utilization of L1-norm distance makes the model of L1-LSTBSVM stronger. Compared to other algorithms, the anti-noise performance of L1-LSTBSVM is best, which provides one more concrete evidence to support the validity of the L1-norm distance in metric learning and attest the correctness of the proposed method.

To compare the performance of the five different algorithms on the datasets with different data sizes N and feature sizes n versus accuracy or training time. We did the experiments on three relative large datasets (Mushdata, Dimdata and Brightdata) and NDC datasets, which were generated using David Musicant’s NDC
Data Generator [35]. The detailed description of NDC datasets are exhibited in Tables 4 and 5.

To compare the accuracy and training time of the five different algorithms w.r.t different data sizes, we did the experiments on four datasets (Mushdata, Dimdata, Brightdata and NDC-15k). We randomly obtain the component of 20%, 30%, 40%, 50%, 60%, 70%, 80% and 90% of each datasets as the training sample respectively, which corresponds to the coordinates on the horizontal axis in Figs. 6 and 7 separately, and the remaining as the test sample. We report the average value (10 times) of classification accuracy and training time as the final result, as shown in Figs. 6 and 7 separately.

Figs. 6 and 7 show the performance comparison (accuracy and training time) of L1-LSTBSVM and relevant algorithms on four datasets about different data sizes. From Fig. 6 we find the accuracy of our method is comparable even the best among all the algorithms, particularly in Fig. 6(a), the accuracy of L1-LSTBSVM is much higher than other algorithms. Besides, in Fig. 6(b), the accuracy of L1-LSTBSVM is not the best among five algorithms, but it is better than that of TBSVM. This may be attributed to the L1-norm distance embedded in LSTBSVM. In short, the proposed method is consistently better than other compared methods in Fig. 6, which demonstrates that L1-LSTBSVM is able to improve the classification performance and is useful for data classification.

Fig. 7(a)–(d) describe different data sizes N versus training time, where N represents the number of samples. From Fig. 7 we can see that L1-LSTBSVM requires significantly less training time than that of TBSVM and TWSVM, which firmly demonstrates the computational advantage of L1-LSTBSVM, but the training time of LSTWSVM is far less than that of L1-LSTBSVM, and L1-NPSVM has a slightly less training time than L1-LSTBSVM. This may be attributed to the least squares sense embedded in TBSVM model and indicates the validity of proposed method, especially in dealing with large datasets.

To further assess the performance of L1-LSTBSVM, we also did experiments on the datasets in Tables 4 and 5 respectively. Fig. 8 depicts different feature sizes n versus training time on seven datasets, where their feature size increases in turn and n represents the number of features. From Fig. 8(a) we discover the training time of our method is superior to the competing algo
rithms (TBSVM and TWSVM) earlier, but later the training time of L1-LSTBSVM is the highest, this may ascribe to the iterative algorithm which we develop. It needs to iteratively compute the optimal solution, which involves the transpose operation of the matrices. When the feature sizes n of the training sample is relatively large, it takes a long time to do these transpose operations. From Fig. 8(b) we can see that the training time of L1-NPSVM and L1-LSTBSVM is the highest, but the training time of L1-NPSVM is much higher than that of L1-LSTBSVM, and TWSVM has almost the same training time as TBSVM, whose training time is higher than that of LSTW SVM. Combining Fig. 8(a) and (b), we find they have similar experimental results, so Fig. 8(b) further indicates L1-LSTBSVM may be detrimental to handling the samples with large feature sizes.

Fig. 9 shows the different feature sizes n versus accuracy on seven datasets. The accuracy of L1-LSTBSVM is the highest in Fig. 9(a), while the accuracy of L1-LSTBSVM is the highest, and later is comparable to that of TWSVM, TBSVM and LSTWSVM, but is higher than that of L1-NPSVM in Fig. 9(b). Combining Figs. 6 and 9, we find L1-LSTBSVM has comparable and even better accuracy than other competing algorithms in most cases, which further demonstrates the classification performance of L1-LSTBSVM is better.

5. Conclusions

In this paper, we have enhanced TBSVM to LSTBSVM in least squares sense, while the distance in LSTBSVM is measured by L1-norm, termed as L1-LSTBSVM, which not only is more robust in the presence of outliers but can also lower the computational time costs and improve the classification performance. The optimization goal of L1-LSTBSVM is to minimize the intra-class distance dispersion, and maximize the inter-class distance dispersion simultaneously. In L1-LSTBSVM, we solve a pair of primal problems of TBSVM by utilizing the idea of LSTWSVM. Compared to TBSVM, which demands solving two QPPs, L1-LSTBSVM requires the solution of two systems of linear equations for linear cases. Further, we develop a simple and valid iterative algorithm to solve the L1-norm optimal problems, which is easy to implement and its convergence to a reasonable optimum solution is theoretically ensured. Thus we can obtain the non-parallel optimal planes. To sum up, the classification performance of L1-LSTBSVM is stronger, especially when Gaussian noise is introduced. Finally, the effectiveness and robustness of L1-LSTBSVM is confirmed by extensive experiments.

There are several interesting directions to research in the future. First, how to further reduce the computational time of L1-LSTBSVM, which makes it effectively deal with large samples is under our consideration. Second, L1-LSTBSVM is only effective for binary classification problem to date, so we would like to extend L1-LSTBSVM to multi-category classification, which is a promising area to study the application of multi-class L1-LSTBSVM in real world. Finally, it is possible to extend this work to a kernel L1-LSTBSVM version to handle the nonlinear tasks.
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